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capabilities that they were not specifically created to have, and ones that are growing

rapidly over time as model size and quality improve. Trained as general models,

LLMs nonetheless demonstrate specialist knowledge and abilities as part of their training









Notably, some forms of these tasks are also used by the company to screen job applicants,

typically from elite academic backgrounds (including Ph.D.s), for their highly-coveted

positions.









also highlights various other factors, such as gender, native English proficiency, tenure,

location, and tech openness, and their influence on the outcomes.9

Table 2 presents the results related to the percentage of task completion by subjects,

which is the dependent variable in this analysis. Across Columns 1, 2, and 3, both



















broad and transformative eT}fects.
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For example, "#$%&'!2 depicts a different user, BA3, assigning his own professional persona (of 
a consultant) to the genAI to provide the input. Since LLMs are trained on a large breadth of 



A 
 

• P-Q1-:/9.7)-39/6290;)8E0.7-:)/6)'&)61/>1/#$%&'()*$%+$3-$20'/$/4(3-.(01$




	Jagged_Technological_Frontier (29).pdf
	Introduction
	Methods
	Results
	Quality and Productivity Booster - Inside the Frontier
	Quality Disruptor - Outside the frontier
	Navigating the frontier

	Discussion
	Tasks
	Evaluation Rubric - Recommendation Quality

	Appendices - C and D
	20230915_Centaurs and Cyborgs



